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1. Introduction 
In geothermal production it is important to understand the existing stress field and the changes in the stress associated with field development.  The stress field is a controlling factor in the development and properties of natural and stimulated fractures.  Furthermore, changes in the stress field can lead to associated seismicity and the potential for felt earthquakes.  It is difficult to estimate stresses directly and they are typically inferred from well tests and observed strain.  In this task our goal is to incorporate observed strain data into the fully integrated models of the stimulations at the FORGE site.
[image: ]
Figure 5.1.1.  Topography of granite-sediment interface obtained from reflection survey, along with P and S velocities available from well logs.





2. Construction of a Geomechanical Model and Estimation of Stimulation-Related Deformation (Task 5.1)

Construction of a Geomechanical Model for the Entire FORGE site
[image: ]The first steps in the analysis of the geodetic data requires an elastic model for the entire region around the injection site.  However, the well logs generally started below a depth of 500 m (Figure 5.1.1), and only estimates for shear velocities were available above that depth (Zhang and Pankow 2021). Given that data from the reflection survey at FORGE (Miller, 2019) were available, in particular the seismic waveforms from over 1,000 sources to 1,740 receivers, there was a large data set that could be used for tomographic imaging.  These observations form a rich data set with direct arrivals, reflections, and surface waves (Figure 5.1.2).Figure 5.1.2.  Seismic traces for two sources in the reflection surveys, shots 24 and 689.  The traces are plotted as a function of distance from the shot.


Note that an elastic model is necessary for both the seismic and geodetic work, thus there is some overlap in the goals of this task and those of Task 3.1.  However, the work was divided between the tasks in order to avoid overlapping efforts.  In particular, our work focused on the travel time estimation, using both a machine learning technique (Zhu and Beroza 2019) and a novel approach.  The new approach is based upon the detection of linear time-frequency variation of the vibro-seis signal at a given receiver. It appears to complement the machine-learning approach, as it provides picks at somewhat larger distances from the source.  As a test, both methods were applied to a set of 10 percent of the shots, picking shots that nearly approximated a regularly spaced grid.  
[image: ]The vibro-seis source used for the FORGE reflection survey has a clear linear increase in frequency as a function of time, visible in both the recorded trace and in a time-frequency decomposition of the trace (Figure 5.1.3). This trace is sufficiently close that the non-linear ground motion and the clipping of the signal amplitude are visible in both the raw trace and in the time-frequency decomposition.  Figure 5.1.3.  (Upper panel) Seismic trace recorded 11 m from the vibro-seis source. (Lower panel) Time-frequency decomposition of the seismic trace show in the upper panel


In the time-frequency plot the non-linearity introduces frequency multiples that appear as lines with steeper slopes in the lower panel of Figure 5.1.3.  The non-linear ground motion decreases rapidly with distance from the source and at a sufficiently large distance only the primary sweep is visible (Figure 5.1.4).  An interesting feature visible in the time-frequency decomposition in Figure 5 is the separation between the background micro-seismic noise and the vibro-seis signal that occurs at frequencies above about 10-15 Hz. 
[image: ]Figure 5.1.4.  (Upper panel) Seismic trace recorded 3 km from the vibro-seis source.  (Lower panel) Time-frequency decomposition of the seismic trace show in the upper panel.


The appearance of the linear sweep at a seismic station provides information on the arrival time of a propagating waveform from the source.  One idea for automating the estimation of travel times from the seismic waveforms gathered during the reflection survey is to make use of the detection of the linear sweep at a station.  Our first approach was to adopt a robust line fitting algorithm in order to define an 'arrival' for a particular frequency. The slopes of the lines in time-frequency space appears to be constant at the stations, indicating that attenuation was not strong and that the propagation is non-dispersive.  Thus, we fixed the slope of the fit lines and just altered the intercept, for a single fitting parameter for each trace. This approach seemed reliable and the results agreed [image: ]reasonably well with the machine-learning picks and estimates from eikonal equation calculations. 
Figure 5.1.5.  Result of the summation of the amplitudes along dipping lines in time-frequency space plotted as a function of the lateral shift of the line.

However, another method, based upon slant-stacking amplitudes along lines with the same slope but varying intercepts, seemed simpler and perhaps more robust for noisy data. As an example, consider the receiver that is the furthest from source 24, over 5 km away from the shot.  The raw trace for this source-receiver pair is very noisy and even the machine-learning picking algorithm failed to pick an arrival from the correlated vibro-seis data.  As an example, consider the receiver that is the furthest from source 24, over 5 km away from the shot.  The raw trace for this source-receiver pair is very noisy and even the machine-learning picking algorithm failed to pick an arrival from the correlated vibro-seis data.  The linear time-frequency sweep of the vibro-seis is clearly seen in the time-frequency decomposition, along with a constant 60 Hz component due to electrical noise.  

[image: ]In the slant-stacking method we sum the squared amplitudes along lines with the same slope as given by the vibro-seis source-time function.  The resulting root-mean-squared amplitude as a function of the line offset is shown in Figure 5.1.5.  There is a clear peak in the summation slightly before 1.0 second.  The slant-stack approach is easy to implement as a computer code and is simple to parallelize. The non-parallel version runs on a work station and only takes a fraction of a second to estimate an arrival.  Still, for all 1.4 million traces it took about a week of computing, which was done in the background.  The estimated travel times are shown in map view in Figure 5.1.6 for sources 116 and 538.  Note how the arrival times are earlier for stations to the east where the granite is shallow due to its much higher velocity (see Figure 5.1.1).  In December we were able to apply the time-frequency approach to the full data set and estimate roughly 1.4 million arrival times.Figure 5.1.6.  Map views of the arrival times for two sources (116 and 538) from the reflection survey.  The crosses denote the three wells labeled in Figure 1 and the well head of the stimulation well (16A)  that lies to the west of the trio of wells.

An initial velocity model was constructed from information that was available from both the well logs and from the reflection survey information, prior to a full tomographic inversion of all travel times. Below the granite interface that was defined by the reflection survey, the compressional velocity was assumed to be a constant 5.84 km/s, as indicated by the well logs in Figure 5.1.1. Above the granite-sediment interface the RMS velocity model from the analysis of the reflection data was used, a smoothly-varying velocity distribution.  
The travel times were used, in conjunction with the eikonal solver, to derive residuals and sensitivities for the tomographic imaging algorithm. The initial model seemed to approximate the general trends of the travel times, when it was used with an eikonal solver to predict arrival times (Figure 5.1.7).
[image: ]Figure 5.1.7.  Arrival times as functions of source-receiver separation.  The open circles denote the times calculated using the initial velocity model and an eikonal solver.  The plus signs denote the travel times estimated using the slant-stack approach.


[image: ]Using the initial model as a starting point we performed a tomographic inversion of the roughly 1.4 million arrival times.  The least squares QR algorithm LSQR was used for the sparse matrix inversion.  The sensitivities were based upon ray-paths that were back-calculated from the eikonal solver travel time fields for each source.  That is, by starting at each receiver and traveling down the gradient of the travel time field until the source was reached.  We show the results of a [image: ]linearized inversion, as we did not iteratively update the model beyond the first update.  Both source and receiver travel time shifts were included in the inversion to account for residual statics and shallow velocity anomalies as well as potential station mislocations.  The resulting updated velocity model is shown in Figures 5.1.8 and 5.1.9.  We will compare these results to those based-upon the machine-learning picks, and explore ways to combine the two data sets.Figure 5.1.8.  Vertical slice through the velocity model for a plane that lies along the EW axis.  The left panel shows the initial model and the model update is shown on the right.

Figure 5.1.9.  Horizontal slice through the velocity model at depths of 500 m and 1000 m.  The left panels show the initial model and the updated model is shown on the right.

Estimation of Stimulation Related Deformation

Given an elastic model we can estimate the deformation that we might expect from the injection associated with the stimulation in April, 2022.  The estimate will only be helpful if the assumptions underlying the modeling are accurate and represent the actual conditions at depth.  As experience at In Salah has shown (Vasco et al 2019), prior estimates can under-estimate the actual deformation by as much as an order of magnitude.  Therefore, it is important to consider a range of possible cases in order to appreciate the variability in possible surface deformation.  Here we consider the case of fracture deformation and flow in a low permeability granite, in a higher permeability granite, and in the case that a fault/fracture lies near the stimulated fracture zone.  In all cases the medium is described by the elastic model derived above, sediments overlying a granite, with the compressional velocities given by the tomographic model and with a shear velocity that is obtained by scaling the compressional velocities using scale factors derived from the well logs.
[image: ]The source itself was a planar fracture that was obtained by fitting to the observed seismicity of the third injection experiment.  The seismicity was also used to define the area with aperture changes, the ‘active’ area of the fracture, using the rate- and state-dependent friction approach of Vasco et al (2020).  The source model is show in Figure 5.1.10.Figure 5.1.10.  Source model used to calculate deformation.  The darkened patches of the fault plane are the active areas of the fracture.  

The active areas of the fracture model were used as sources in a poro-elastic finite-difference code (Masson and Pride 2010).  The active patches were sources of fluid pressure and stress increases, and fluid infiltrates the granite at these locations.  The finite-difference code was run for the entire duration of the injection.  Note that we did not model all three stages of the stimulation, so that our estimates are likely lower bounds to the total deformation from all three stages.
[image: ]The first case involves injection into a relatively impermeable and uniform granite, with a permeability of 10-16 m2.  The peak surface deformation in that case is slightly less than a milli-meter (Figure 5.1.11)Figure 5.1.11.  Surface uplift due to a source in a low permeability granitic body.

The pattern of uplift for the opening vertical fracture has two lobes of uplift situated 1.5 to 2.0 km from the location of the fracture.  A vertical cross-section of the deformation is shown in Figure 5.2.12.  This pattern of deformation is typical of an opening fracture, as was observed in the patterns of deformation over two of three injectors at the In Salah CO2 storage site (Vasco et al. 2010, Vasco et al. 2019)





[image: ][image: ]The vertical deformation at 1200 m below the surface, the approximate depth of the base of the useable DAS cable is shown in Figure 5.1.13.  Figure 5.1.13.  Vertical displacements at a depth of 1200 m, the approximate base of the usable DAS cable during the Stage 3 stimulation.
Figure 5.1.12.  Vertical deformation associated with the first source model, a vertical fracture in a homogeneous, low permeability granite.


[image: ][image: ]In the next case we allow for a highly-fractured granite that has a much higher permeability, two orders of magnitude greater, a permeability of 10-14 m2.  The calculated magnitude of the vertical surface displacement, after 3 hours of injection, is presented in Figure 5.1.14.  The peak deformation is larger, of the order of 5 milli-meters, and for-the-most-part centered over the fracture itself.  Note that the deformation changes with time in this case, from a double-lobed pattern similar to that in the first case to this pattern, as the fluid migrates away from the fracture.  Figure 5.1.15.  Permeability variations associated with a model in which a fault/fracture lies near the stimulation.
Figure 5.1.14.  Vertical displacement at the surface after 3 hours of injection into a fractured, high-permeability granite.

[image: ]In the final case we consider a fault/fracture zone in the vicinity of the stimulation that provides a high permeability (10-13 m2) flow path away from the stimulated fracture and possibly to a shallower depth than might be expected for a medium with uniform properties.  A slice through the fault model is shown in Figure 5.1.15.  The fault/fracture provides a pathway for fluid migration and the deformation is considerably different than for a uniform medium with low permeability, as indicated by the vertical section in Figure 5.1.16.
[image: ]The resulting vertical displacements at the Earth’s surface are shown in Figure 5.1.17.Figure 5.1.17.  Vertical displacements at the Earth’s surface associated with the fault model shown in Figure 5.1.15.
Figure 5.1.16.  Vertical section through the Uz displacement field.  The location of the source is indicated by the seismicity plotted in black circles.

The peak surface displacements of around 1.4 milli-meters are found both over the stimulation site and as a side lobe to the east of the injection.  In summary the pattern and magnitude of the surface displacement associated with the stimulation can vary considerably, depending upon the conditions within the subsurface, which are often unknow a priori.  The significance of these displacements will depend upon the noise level within actual observations and on our ability to separate the noise from the signal, which we discuss next.

[image: ]3. Acquisition and Processing of Sentinel-1 InSAR data, Availability of other data, and the Estimation of Signal and Noise Levels (Task 5.2)Figure 5.1.18.  Line-of-sight (LOS) displacement for four time intervals preceding the stimulation.  The trajectory of well 16A and the seismicity are also plotted in the panels.



We collected Sentinel-1 InSAR data collected along three satellite tracks (DES100, ASC93 and ASC20) covering the FORGE site from 2015 to 2022. Because some data were missing for the two ascending tracks (ASC93 and ASC20) from 2017 to 2020, we focused on the descending track DES100. We obtained the average line-of-sight velocity and displacement time series from early 2015 to the end of 2022. The results reveal a small signal of ~10 mm uplift at the location of the well 78-32 starting from the middle of 2021 to early 2022, which we speculate to be related to the construction of the site. We are still analyzing the InSAR time series data for any sign of surface deformation associated with the stimulation performed in April, 2022. The time series analysis using data from this track suggests that a relative accuracy of a few mm (~2-3 mm) is achievable by InSAR for changes with respect to a nearby reference point. However, the variability across a scene can be larger, on the order of 10 mm due to noises such as atmospheric perturbations. Thus, when we look at the deformation for the time interval covering the stimulation, we must be mindful of the uncertainties due to atmospheric effects.  In order to understand the variations, we examined various time intervals before and after the Stage 3 stimulation.  Four such intervals are shown in Figure 5.1.18.  The influence of topography, likely due to atmospheric effects, is evident in the pattern of deformation for most of the intervals.  In Figure 5.1.19 we show four intervals following the stimulation. One method of mitigating this type of problem is to correct for the potential atmospheric delay of each interferogram using external data, such as numerical weather models, which has proven to be effective to significantly reduce the atmospheric noise at both the interferogram level and the resulting displacement time series products (Wang et al., 2022). Alternatively, one can stack interferograms spanning a potential event that do not share a common scene to reduce the noise. Depending on the number of coherent interferograms to be stacked, the accuracy of the resulting line-of-sight displacement measurement can be easily achieved at a mm level (Wang et al., 2023).
[image: ]Figure 5.1.19.  Four panels of line-of-sight (LOS) displacement that were observed after the stimulation interval.

[image: ]From the before and after panels one can observe a clear correlation between topography and the line-of-sight changes, perhaps due to local meteorological effects. The largest variations appear to occur to the east of the FORGE site.  The greater variability to the east is clear from a plot of the standard error computed using all 139 intervals (Figure 5.1.20).  The variations to the east approach values of 10 mm while those to the north-west are less than 4 mm.  Around the stimulation location the standard errors are around 5 mm.  Figure 5.1.20.  The standard error for each estimate of line-of-sight (LOS) displacement in the FORGE area.  The values were computed from the 139 intervals, each 12 days in length, gathered before and after the date of the stimulation. 



The background changes before and after the stimulation in Figures 5.1.18 and 5.1.19, and the estimates of standard error provide some context for examining the displacements for the interval from April 9 to May 3, 2022, spanning the Stage 3 stimulation.  The LOS displacements for this interval are plotted in Figure 5.1.21.



[image: ]Figure 5.1.21.  Line-of-sight displacement during the InSAR sampling interval that spanned the Stage 3 stimulation.  



[image: ]While the displacements are suggestive, particularly in light of the model described above, they are at or below the standard errors of the observations and thus not statistically significant.  However, the modeling results do suggest that for a longer-term test, involving a larger injection volume, InSAR monitoring can be useful. Figure 5.1.22.  Relative displacement from the reference point (REF) and the circle to the north.  On the right the panel gives the relative displacement of the points in the circle relative to the reference.  The construction of a well pad leads to a change of 10 mm.



 In addition, the use of relative displacements may be used to improve the accuracy of the estimates by reducing the atmospheric noise, resulting in relative displacement time series that is good to 1-2 milli-meters or so. Figure 5.1.22 shows the displacement time series at the well 78-32 with respect to a point ~300 meters to the south. Since the atmospheric delays between pixels of such a close distance are similar, differencing the time series will cancel out most of the noises due to atmospheric delays. As shown in the figure, the resulting displacement time series exhibits very little variation (2-3 mm) during the time period from 2018 to 2021, followed by an episode of gradual uplift starting from the middle of the 2021 to early 2022.  As also described above, we speculate that this uplift may be related to the construction of the site.  The above example therefore demonstrates that an accuracy of 2-3 mm is achievable with InSAR when differencing the displacement time series at close pixels.  Nonetheless, an issue of this approach is finding a stable point for a reference because, as shown in the modeling, displacements from the stimulation can be a kilometer or more away from the site of the stimulation.


We had a preliminary discussion with both GeoEnergy Suisse and Clemson University about using data from their instruments. These are the downhole DAS cable that GeoEnergy Suisse recorded from, and the shallow borehole tool that Clemson University used to monitor the last injection experiment. We hope to incorporate these instruments into our geodetic monitoring task. Both institutions indicated that they would work with us. We also started to acquire and assemble InSAR data, focusing on establishing Sentinel-1 measured time series of surface displacement in two satellite look directions.  The bottom of the currently operating DAS cable is about 1.2 km, similar in depth to the horizontal slice in Figure 5.1.13.  We are working to extract low-frequency quasi-static strain from the DAS cable to determine if there is a detectible signal.

4. Conclusions and Future Work
A preliminary 3D velocity model for the larger FORGE area was developed using RMS velocities of the seismic reflection survey and seismic velocity logs from borehole measurements as an input model.  Estimates of possible surface deformation are highly dependent on the poro-elastic properties of the subsurface which are somewhat uncertain.  Thus, detectible deformation cannot be ruled out.  The standard errors at the site very from 10 mm in the mountains to the east, to less than 4.0 mm in the north-west.  Over the stimulation site the errors are around 5.0 mm.  The actual line-of-sight displacements obtained from the Sentinel-1 satellite system is around 5.0 mm, so that the observed deformation is right at the edge of reliability.  
Deformation relative to a stable base point has a smaller standard error of 2-3 mm, so that this may be one way to derive a reliable signal.  In addition, as recent work on earthquakes in Antelope Valley show (Wang et al. 2023), multiple interferograms across the time interval of interest can be used to reduce the noise below the current level of 5 mm (Figure 5.1.23).  Also, as noted above, it is possible to attack elevation-correlated noise that seems to dominate at the FORGE site, directly.  In addition, we can use complementary descending and ascending track observations to separate noise from deformation-related signal.  As a next step, it makes sense to consider the entire suite of three injections and the total injected volume for all stages.  InSAR monitoring does seem promising for longer term injections with larger volumes.  So, the suggestion is to continue with the InSAR monitoring.  

[image: Diagram

Description automatically generated]
Figure 5.1.23.  Estimates of line-of-sight displacements for a post-seismic M4 earthquakes made using multiple sets of interferograms across a time interval following the main shock (Wang et al. 2023).
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